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1 Intro

2

Understanding the Basics

○ How do LLMs work?

○ Why this matters to law

3 Overview of the Market

4 Common Questions and Concerns



WHAT IS GENERATIVE AI?

Examples

OpenAI | ChatGPT |  Claude | Bing |  Bard | Lamda  |    Copilot

GENERATIVE AI

LLM

GENERATIVE AI is a type of machine learning that can be used to create 

new content. This can include audio, text, code, images, and videos.

This is made possible by LARGE LANGUAGE MODELS which are 

algorithms that have learnt how to predict the next word based on previous 

words in a sequence (the language pattern) and generate relevant and 

new conversational text in relation to a prompt or query.



Have you used a 

Generative AI tool in 

your day-to-day life?

Have you used a 

Generative AI tool to 

deliver all or part of a 

work output?

Does your company 

plan to adopt 

Generative AI to 

enhance how work is 

performed?

SCAN ME



GPT

Generates new 

content in natural 

language 

Pre-trained on 

extremely large 

datasets, including 

content from the 

Internet

Comprehends the 

query using the 

model (neural 

network)

GPT is a market leading language model using advanced deep learning techniques.

The transformer component is the significant AI breakthrough that has fuelled the explosion that we are all 

using today.

The most popular and first to mass market is the ChatGPT platform developed by OpenAI.

The technology has initially been focused on Natural Language Processing in the form of conversational 

chatbots.

GENERATIVE PRE-TRAINED  TRANSFORMER



HOW DOES AN LLM WORK: TRAINING

Large Language Models (LLMs) have been trained on 

extremely large amounts of content to give a 

foundational understanding of language.

Steps forward in Machine Learning Research have 

meant that LLMs can perform language related tasks 

to a high degree of competence.

Bath

Tap

Dog

Cat



HOW DOES AN LLM WORK: PRODUCING TEXT

The learned patterns from the model’s training, is used to predict the next word in response to a prompt 

or query

Trained on enough data, this can mimic language understanding and reasoning capability

*source - https://ig.ft.com/generative-ai/



HOW DOES AN LLM WORK: HALLUCINATIONS

A ‘Hallucination’ is content generated by an LLM that is presented as accurate but is made-up, or 

inconsistent with the input data

The large language model creates text based on its understanding of the prompt and the broader 

context within it

Not a search tool, it relies on the content provided or the source it has been specifically connected to

The creativity is a consequence of the model and how it creates sentences 



WHY THIS 

MATTERS TO 

LAW?



ADOPTING AI: BUSINESS

People will use this technology.

Business will look to legal for guidance on how 

to use and deploy Generative AI tools within 

current workflows.

Source: https://econsultancy.com/generative-ai-adoption-marketing/

of marketers say their organisation is already 

using generative AI tools and 43% are actively 

considering doing so

Econsultancy Future of Marketing survey

32%

of the value that generative AI use cases could 

potentially deliver fall across four areas: customer 

operations, marketing and sales, software 

engineering, and R&D

McKinsey & Company

75%



ADOPTING AI: LEGAL

Generative AI is proving useful across a range of 

legal use cases.

How do lawyers use this to increase delivery and 

match expectations?

Nearly 3 in 4 lawyers (73%) say they plan to utilise 

generative AI in their legal work

Wolters Kluwer

73%

of in-house counsel expect law firms to use 

Generative AI

LexisNexis Legal Generative AI survey

60%



[SLIDO POLL RESPONSES]



GENERATIVE AI 

MARKET



AI LANDSCAPE IN-HOUSE

Businesses starting with 

 enterprise tools

Leveraging public tools

Legal specific toolkits





AGPT

https://bcove.video/47KIO7y

https://bcove.video/47KIO7y


COMMON 

QUESTIONS 

AND CONCERNS



TRAINING AND KNOWLEDGE

Point in time updates vs continuous learning

Training data cut offs does not necessarily mean 

‘knowledge cut offs’

Can use tools to browse the internet and retrieve 

more up to date knowledge for a prompt

Does not ‘learn’ from interactions, but can be fine-

tuned or prompted to give better responses

Not a database...



RISKS AND APPROACHES TO CONTROL

Outright bans

Sensationalist headlines

Internal development within parameters



SAFETY

● Embrace or lock down

● Same considerations as other cloud 

technologies in law

● 2023 saw a large increase in startups

● Risk averse due to high-risk industry

Information Security Checklist

Data stored within the UK

Data processed within UK or under 

strict processing terms

ISO / SOC2 compliance

Cloud / On Premise

Adequate information security policies

DATA SECURITY

Adequate infrastructure and support



OTHER CONSIDERATIONS

● This tech can get expensive

● Challenges for change in law remain

● Pricing models for law raise questions

● Accuracy - what is the value of 100% vs 90%?

● Liability and reliance



COMING UP

WEBINAR 2: 

EXPLORING GENAI IN LEGAL: 

REAL-WORLD APPLICATIONS 

21 February 2024

10:00 - 11:00

WEBINAR 3: 

SIMPLIFYING THE COMPLEX: 

MAKING SENSE OF GENAI

27 February 2024

10:00 - 11:00



QUESTIONS

?
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